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Abstract—Predicting stock price is a trend yet very challenging task. It is because the stock prices depend upon several internal and external factors. Stock price prediction can be very useful for financial sectors and the government and help in informed decision-making. This paper analyzes the stock market prices of K-Electric Karachi. It is found that the stock prices of K-electric depend on the stock prices of the refinery sector. The paper analyzes the stock price data of the two sectors. Also, the paper compares the stock price prediction based on moving average, auto-regressive integrated moving average (ARIMA), convolutional neural network and long short-term memory (LSTM) model. It is found that ARIMA outperforms the other algorithms. A set of experiments were conducted to test the performance of algorithms. The algorithms were analyzed based on different metrics such as root mean square error (RMSE), mean absolute error (MAE) and mean absolute percentage error (MAPE).
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I. INTRODUCTION

A stock market is a place where stocks/shares of a company are traded. Stock prices estimate a country's future economy and contribute to a company's growth [11]. Uncertainty is the crucial factor that makes stock market prediction a formidable task, among many other factors. According to the efficient market hypothesis, it is impossible to model the stock price prediction problem [15]. However, few frameworks have successfully predicted stock prices with good accuracy.

Finance and business keep track of stock indexes and prices to gain a fair idea of investment. Getting updates from social and technical resources is considered best practice because the risk factor is greater. Among various factors contributing to the prediction of stock prices are market anticipation, confidence in the company, national policies and domestic factors [10, 11].

However, it is only efficiently possible with machine learning, and big data techniques as the volume of data are large with its variable and unusual nature [10]. Stock's historical values play a major part in future stock prediction. But unusual events are again a big challenge here. Stock prices can be predicted using technical approaches such as statistics, machine learning, deep learning, or time series analysis.

Karachi Electric (KEL) is one of the largest electricity-producing companies in Pakistan. It covers the whole Karachi region. In this paper, KEL's stock prices are compared with a company in the refinery sector. It is observed that the stock price of the electric sector is directly linked with the stock prices of the refinery sector. Further, the stock prices is a sequential data dependent on past trends. Hence, time series analysis can be performed using auto-regressive integrated moving average (ARIMA), long short-term memory (LSTM) and convolutional neural network. Therefore, this paper analyzes various time series models for stock price prediction.

II. LITERATURE REVIEW

In literature, several algorithms are proposed for stock price prediction. There are two different approaches to analyzing and predicting stock market trends. One of the approaches is qualitative and based on several external factors like the name/repute of the company, socio-political and economic factors, and stock market news circulating in the news, social media posts/blogs by the economic analyst. The second type is the technical analysis method based on historical stock prices like opening, closing, and volume traded to predict the future stock price. [14] hypothesized that stock price prediction also requires understanding the market style. Considering the market style while predicting stock prices can yield good accuracy. A stock prediction model based on market-style clustering has been proposed.
One important approach was using news from media to predict stock prices. In this direction, [1] proposed two stock market price prediction techniques. The first technique is based on news from social media. News headlines were extracted from the web and sentiment analysis was performed with positive, negative and neutral labels. Labels were calculated by taking the difference of current day opening price and last day closing price. If the value was zero or negative, it was marked as 0; if it was positive, label was given as 1. The second technique was based on technical analysis using deep learning. A deep learning model was used to predict the stock prices on the next day. Data was collected comprising historical values, normalized using the min-max normalization technique. LSTM was used with a step size of 120 days with four hidden layers. Each of the layer comprises 75 nodes. LSTM can extract features from time series data and model long-term dependencies. After evaluation, the system got 97% accuracy.

[6] proposed the best fit model for 10 years of data stock exchange. The major objective was to determine a pattern of the stock market trend for historical data. Data was run through three different models. The first model was autoregressive integrated moving average (ARIMA), a widely used technique for time series data. It makes an association between data points and considers the difference in stock prices. Second model is simple moving average which is a variation of simple average i.e., succeeding values are also considered to calculate final predicted value. Third model is the holt-winters method, which considers historical data and seasonality. Features included opening price, closing price, high and low volumes. Predictions were made on day, month and year basis. ARIMA was used to make these predictions. As a concluding point, a low prediction error was observed for a simple moving average model. The second-best performance was given by holt-winters method. However, ARIMA couldn’t perform well on 10 years of data.

[7] combined the effect of machine learning and sentiment analysis to propose a more robust approach for stock prediction. The proposed approach comprises both qualitative and quantitative analysis. Three modules were implemented i.e. machine learning, sentiment analysis and fuzzy logic. Each of the models was then ensemble into one recommender model. The extracted features were the opening price of the particular day, the lowest and highest prices, simple moving average estimates, exponential moving average estimates of opening/closing prices, and the exponential moving average of lowest and highest prices.

Time series analysis is important to forecast and predict the stock market price and trend. The time series analysis is useful in identifying trends, seasons, cycles and variations of stock and stock investors interested in short-term or long-term investment decision-making. Time series have many forecasting methods i.e. exponential smoothing, regression, and threshold but the authors in [2] proposed ARIMA algorithm for the stock market flow and variation. For performance measurement and accuracy, RMSE and MAPE value was used.

The time series data is characterized by its dependence on time. The data changes and recurs seasonally with respect to time. The three main attributes of a time series data are i) linear time and cycle time ii) time points and time intervals, iii) sequential time, branch time and multi-angle time. The visualization of time series can be expressed using a calendar view and it is helpful to analyze the massive data flow w.r.t to time intervals[3].

Data visualization in various approaches is considered for prediction. [4] represented the data in a graphical and pictorial form which is easily understandable and effective for a large dataset. It's a powerful technique for analyzing and interpreting large and complex data. Common visualization techniques used were line graphs, bar charts, scatter plots and pie charts. These techniques can be more appropriate using different colors or sizes.

[5] presents a cross-reference to exchange-based stock trend (CREST) prediction approach. The objective is to analyze the Wipro limited stock registered in two stock exchanges: the national stock exchange (NSE) and the Bombay stock exchange (BSE). It was hypothesized that variations of stocks in one exchange could be used for predicting the trend in other exchanges based on LSTM. Various metrics such as RMSE, directional accuracy, precision, recall and F1-measure were used to measure the performance.

To predict the future closing price, artificial neural networks (ANN) and random forest (RF) were used [6]. ANN is one of the techniques from machine/ deep learning based on a network of perceptrons (neurons) that exchanges data with each other and learn fundamental trends/patterns from data using backpropagation and then generalize from data for future prediction. Random forest (RF) is an ensemble machine learning technique that uses multiple decision trees to conclude. RF can be used for regression as well as classification tasks. RMSE, MAPE and mean bias error (MBE) was used to evaluate the model performance of both models, and it was found that ANN performed better than Random Forest.

A convolutional neural network (CNN) and bi-directional LSTM has been proposed in [11]. In [12], CNN has been used to model stock prices. Various machine learning and LSTM based regression models have been evaluated in [13],[15] analyzed the stock prices of Indian companies using various statistical, machine learning and deep learning approaches.

To conclude this section, deep learning has been intensively used for stock price prediction. Interested readers are directed to [10] for a survey on techniques based on deep learning. These techniques include deep neural networks, convolutional neural networks, long short-term memory models, hybrid attention networks, self-paced learning and wavelet. However, it is found
that the work requires consideration and one-on-one analysis of specific markets. Hence, this paper proposes a stock price prediction model for a market of a third-world country i.e. Karachi stock exchange (KSE).

III. METHODS
This research aims to analyze the stock market data, forecast using different models, and compare the results. The model will give a minimum error with the best model. Following are the steps for a proposed approach:

- **Data Collection**: We used KSE stock market data to analyze, visualize and do the forecasting
- **Data Preparation**: Analysis has been performed on the last 8 year stock data. Splitting the data into train and test data.
- **Model fitting**: ARIMA, Exponential Moving Average, CNN and LSTM were fit
- **Analysis**: Check the residuals and accuracy of each model
- **Forecast**: Do the forecasting using best model

A. DATA VISUALIZATION
We have compared stock market trends with single stock data to see an impact. After visualization, we found that KEL stock is not 80-90% of the times moving up and down according to overall stock market trend. We visualized the same sector stock and found that they are almost showing similar kind of up and down movement.

We also visualized the refinery and electric sector and found that they are moving opposite direction to each other almost 50% of the time. Time series decomposition algorithm is used to identify the trend and season of particular stock data. That can help investor to take the decision accordingly.

B. ARIMA MODEL
Box and Jenkins ARIMA models were popularized by the ARIMA model and are often referred to as Box-Jenkins models. We have applied ARIMA model on 10 stock data and found that best ARIMA (p,d,q) model is (0,1,1) depending on AIC value. Forecasting is done on 95% confidence interval.

C. LONG-SHORT TERM MEMORY (LSTM) MODEL
LSTM is a powerful time series model that can be used to model sequential data. A sequential data can be used to learn the trends in data such that data is dependent on past data. LSTM can be used to model the data various time steps ahead into the future. An LSTM cell maintains states controlled through various gates to make predictions for long- and short-term data.

- **Cell state**: It represents the internal memory of the cell that can model both long-term and short-term dependencies.
- **Hidden State**: It stores the last output generated by the LSTM network. The state information is calculated based on the current input. The hidden state and cell state is used to predict future data such as stock market prices and temperature forecasting. Moreover, the hidden state is modelled to use long-term, short-term, or both to make the next prediction.
- **Input gate**: It controls how information from current input alters the cell state.
- **Forget Gate**: It controls how information from current input and previous cell state flows into the current cell state.
- **Output Gate**: It regulates how information from current cell state is written into the hidden state. LSTM can pick either short-term or long-term memories based on the output gate.

D. MULTIVARIATE TIME SERIES CNN MODEL
Convolutional neural network (CNN) model are used for image classification and designed to process the pixel data. That's why using it for predicting stock price is unusual. As our data of the stock pertains to 1D time series data, we adopted the "conv1d" function in the model that accepts a stock data and other properties such as the number of filters, and stride as input. We have applied the multivariate CNN Models that takes multiple parallel input time series and a single output time series. In our case we have four input series, which are open, high, low, and volume of the stocks and closing indicator is used as an output series. We split the data into samples and restructured it to three-dimensional, expected by a CNN model as an input. The first dimension denotes the samples, the second dimension is the number of time steps per sample and the last dimension accounts for the number of time series steps or features (i.e. 4). We have used only one convolutional layer of 32 filters with a kernel size of 3. The average pooling layer is applied to reduce the feature maps before the internal representation is flattened to one long vector. We choose the rectified linear unit (ReLU) as an activation function, and ADAM optimizer is used in the model with 100 epochs.

IV. RESULTS
The dataset and stock prices of KEL and NRL have been extracted from the Karachi stock exchange (KSE) [9]. The moving average of closing prices of refinery companies is shown in Fig 1. The figure highlights the moving average values based on last 10, 20 and 50 days compared to the actual closing price. It also highlights that the refinery companies have greater revenue in the third quarter (FY-Q3) of each year.
FIGURE 1: Moving average of refinery

FIGURE 2: Share prices for the refinery company

FIGURE 3: Simple average prediction for stock price

FIGURE 4: Moving average prediction for stock prices
From Fig. 2, it is found that the number of shares for a refinery company are most sold from July onwards i.e. the start of fiscal year (FY). From Fig. 3 we found that a simple average cannot predict correct values for stocks because it cannot accommodate historical data i.e. historical values have a greater impact on the next day, month and year's stock price. There is a difference between actual and predicted prices.

Figure 4 shows the exponential moving average that produces best stock market prediction results. The predicted values are very close to the actual price. Figure 5 shows the result obtained using LSTM. It produces the second-best results and considers all 10 years of historical data.
Figure 6 performs the decomposition to find the stock trend. Now, let’s analyze KEL stock price w.r.t to the stock market trend of other companies listed in KSE100. It is shown in Fig. 7. Figure 8 shows the sector Vs-sector comparison. KEL is moving opposite to refinery sector NRL. As can be seen, the refinery sector trend is almost opposite to the KEL trend.
We then used ARIMA model for forecasting the future stock prices. The forecasting using CNN is shown in Fig. 11. The comparison of 6 stock data on ARIMA, exponential moving average, LSTM and CNN for various companies is shown in Table I.

V. CONCLUSION
The historical data for the period of five years from 2011 to 2021 were taken into account for analysis. RMSE, MAE and MAPE are used to identify the best model. Initially, a simple moving average was taken for one-year stock data, which seemed to be under-performed because the major impact of historical values was missing. Secondly, the exponential moving average was calculated using 10 years of data and performed best among all models. The RMSE for all predictions was found to be approximately 0.01 on average.

This work can be extended in various directions. For instance, the generative adversarial network (GAN) and attention-based models can be tested for the prediction of stock prices [13].
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