
Pakistan Journal of Engineering and Technology, PakJET 

Multidisciplinary & PeerReviewed  

Volume: 4, Number: 2, Pages: 139-143, Year:2021 

139 
 

Covid-19 Detection using Deep Convolutional 

Neural Networks from X-Ray Images 

Abdullah Ajmal, Sundas Ibrar, Wakeel Ahmed, S. M. Adnan Shah 

Department of Computer Science, University of Engineering and Technology, Taxila, Pakistan 

Corresponding Author: Abdullah Ajmal, (Abdullah.ajmal@students.uettaxila.edu.pk) 

 

Abstract—COVID-19 which first appeared in Wuhan city of China in December 2019, spread quickly around the world and 

became a pandemic. It has caused an overwhelming effect on daily lives,  public health, and global economy. Many people have 

been effected and have died. It is critical to control and prevent the spread of COVID-19 disease by applying quick alternative 

diagnostic technique. On-time diagnosis of COVID-19 is a long and difficult process. On the other hand,  

COVID-19 diagnostic test kits are costly and not available for every individual in poor countries. For this purpose, screening 

patients with the established techniques like Chest X-ray images seems to be an effective method. This study employed deep 

learning technique on a publicly available data set. The proposed model is tested using state of the art evaluation measure and 

obtained better results. The highest accuracy achieved in the validation was 96.67% and an average F measure score of 98%, 

and an Area under Curve (AUC) of 99%. 
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I. INTRODUCTION 

Finding out early infection of COVID-19 is vital for one after 

another so that it could not spread throughout. Polymerase chain 

reaction (PCR) testing is the primary technique used for 

COVID-19 diagnosis, and usually projecting up to 30%  

false-negative results and generally takes days to get results 

[1-3]. These issues have adverse effects on public wellbeing as 

COVID-19 has spread quickly across the globe and has taken 

many lives in each country, as shown in Table I [4]. 

TABLE I:  World Records of COVID-19[4] 

 

Medical imaging, like X-rays and Computer Tomography (CT 

Scans), are techniques of evaluating and analyzing the effects of 

COVID-19 [5]. For the analysis of COVID-19, we applied our 

model on the two datasets of images containing X-rays of 

healthy and COVID-19 patients. The breakdown of this dataset 

is performed with the help of the Convolution Neural Network 

(CNN). This study's focus was on using CNN models for 

identifying the COVID-19. Existing models can be utilized to 

classifying Covid-19 patients by making them more effective, to 

improve their value in real-time circumstances [6]. 

This paper, in section 2 also discusses the impact of deep 

learning on the classification of COVID-19. The results, 

although on moderately small datasets, shows good accuracy in 

detecting COVID-19. We used a small dataset of COVID-19 

patients and non-COVID-19 patient’s X-rays to see if it can help 

for early detection of the COVID-19. Normal pneumonia can 

sometimes be difficult to differentiate from COVID-19, so we 

applied the CNN model to see if it can be able to differentiate 

the two from Chest X-rays.  An issue with our data is that the 

dataset set is small, and it needs an expert radiologist’s opinion 

to verify the results. There are as of now three different ways the 

CNN techniques used for classification of the medical images. 

 Use of pre-built CNN model 

 Train a CNN model from scratch 

 Utilize unsupervised training of images and fine-tuning 

 

The contributions of our paper are as follows: 1) Trained model 

by collecting publicly available datasets of X-ray images. 2) 

Detection of Covid-19 by analyzing X-ray images. 3) The 

highest accuracy achieved in the validation was 96.67% , 

average F measure score of 98%, and an Area under Curve 

(AUC) of 99%. The results obtained by our model are far 

superior than the studies in the literature.  

II. LITERATURE REVIEW 

With the quick rise in cases of COVID-19 and using deep 

learning techniques becoming more efficient, it is being applied 

for the analysis of chest X-rays for in-time detection to contain 

its spread. Many papers using X-rays for linking COVID-19 

Countries 
Total 

Patients 

No. of Patients 

recovered 

No. of 

Deaths 

Pakistan 949,838 894,352 22,034 

China 91,629 86,481 4,636 

Italy 4,252,976 4,049,316 127,291 

Brazil 17,969,806 16,288,392 502,817 

India 30,002691 28,950,726 389,661 

France 5,760,002 5,575,137 110,829 

Turkey 5,381,736 5,242,945 49,293 

Russia 5,350,919 4,889,450 130,347 

USA 34,420,284 28,768,542 617,517 

UK 4,651,988 4,306,482 128,008 
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and deep learning have multiple or binary classifications [7]. 

Most of the studies use the X-ray data in raw shape, while others 

use techniques like extraction of features from the X-ray images 

[8]. There is no fixed size of data, as it is increasing day by day 

and varies in its origins. Among most studies, the majority 

preferred method for COVID detection using X-ray images is 

CNN Advanced CNN models can be accurately trained to learn 

specific and precise aspects of COVID-19 [9]. Earlier studies 

observe have COVID-19 utilizing chest X-beams have twofold 

or frequent groupings. A few investigations consume basic 

information, whereas others have highlighted the extraction 

process. The dataset used for each study also varies. Among the 

check, the majority favored approach is CNN [10].  With the 

help of transfer learning, the recognition of different 

abnormalities in little clinical picture datasets looks like a 

feasible objective, with outstanding outcomes [11]. Utilizing X-

Ray images for the finding of COVID-19 and dealt with 

ResNet, VGG16, InceptionV3, DenseNet, and VGG16 models 

[12]. X-Ray images emphasize extraction and division in their 

investigation at that spot, COVID-19 was decidedly and 

frequently characterized utilizing CNN.  

In a study of March 2020, ResNet50 was utilized with, 

InceptionV3 and Inception-ResNetV2 models 

toanalyzeCOVID-19 using chest X-ray pictures [13]. In Paul et 

al. applied 10-folded cross-validation on Resnet50 with a 

dataset of one hundred and two (102) COVID-19 cases and one 

hundred and two (102) other (pneumonia) cases. They achieved 

89.2% with 80.39% overall accuracy. The percentage for the 

true negative was TNR= 0.99 and only 1 false positive with an 

Overall AUC of 0.95. Sarkar et al. used X-rays to detected 

pneumonia with divisible convolutions CNN [14]. Jaiswal et al. 

used X-rays for detecting pneumonia with Mask-RCNN [15]. 

Wang et al. [1] classified COVID cases from chest X-rays with 

the help of the Deep CNN model. Their dataset consisted of 

over 14,000 chest X-rays. The accuracy of classification 

obtained was 98. 9%. Afshar et al. used three capsule network 

layers with four Convolutional layers called COVID-CAPS 

[16]. By these studies, the importance of chest X-rays for 

detecting COVID-19 was established and the use of deep CNN 

models mandates a further exploration in this field. The 

relationship between tasks is not standardized the algorithm 

cannot decide which task is of the same relation, making it more 

challenging for finding the solutions. Overfitting is a hindrance 

of great significance for almost all prediction technologies [17].  

In the context of the CNN, over-fitting can happen to the new 

model when it gets interference of noise from the training data 

influences the output negatively. Some of the major 

disadvantages of CNN are that they can lose the pose and 

orientation of the internal data, routing it to a single neuron that 

may not be able to process this information [18].  

A CNN model finds certain features in an image to make its 

predictions. If the features are present, it classifies them in 

accordance. In a CNN, higher-level neurons get their details 

from the low-level neurons in a hierarchy [19]. Then, the 

neurons perform convolution to see if the specific features are 

present or not. Then all the different neurons of the model get 

replicating knowledge. CNN is not affected by the scale and 

rotation, hence it’s not good for images of small dimensions 

[20]. Most preceding studies undergo data being 

disproportional or very small in size. To keep away from these 

limitations, using two open-source datasets seemed more 

appropriate. In the last year alone, a dozen studies have been 

performed in this field, but still there is room for more 

improvement. In this study, we have proposed a deep CNN 

model on X-ray images of the chest for COVID-19 detection. 

III. MATERIALS AND METHODS 

This part discusses the planned COVID-19 detection using a 

deep CNN model. At the start, the features of images are taken 

out, the convolution layer is then applied to it by using a variety 

of masks. It delivers features of low fidelity, and then the CNN 

model extracts applicable features through the convolution 

layer and is followed by fully connected layers. There are more 

than a few deep learning algorithms like CNN to RNN [21]. The 

CNN can be applied to these problems when the data are 

retrieved in an area such as applications of image processing. In 

this study, to detect COVID-19 cases, a deep learning CNN 

architecture is being utilized. 

A) PROPOSED ARCHITECTURE 

For discovering COVID-19 cases we made a very simplistic 

CNN model (Fig. 1) consisting of 4 Convolutional layers, each 

one of these layers uses a small filter of size 3x3 for the 

extraction of features. Max pooling layers of size 2x2 were used 

in our model, and lastly a classifier layer having a sigmoid 

output. For Pre-process images we contain utilized data 

generator Keras. 

FIGURE 1:  The CNN architecture to diagnose disease COVID-19 
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i.) Rescale to 1. /255 

ii.) Shear range = 0.2 

iii.) Horizontal Flip = True  

iv.) Zoom Range = 0.2 

B) INPUT LAYER 

The input layer is used to read a preprocessed image dataset. X-

ray images are applied with pre-processing. Then the images 

that are pre-processing are cropped and resized. This is done, 

when medical devices make images, more than a few letters and 

medical symbols are made on them, and secondly, since the 

images are from various sources their dimensions and sizes will 

be different. Therefore, the size of the image is set to 224-by-

224-by-3 which is the width By  height-by-channel number for 

this study. The lung and chest their dimensions and sizes will 

be different. Therefore, the size of the image is set to 224-by-

224-by-3 which is the width by height-by-channel number for 

this study. The lung and chest areas are cropped as much as they 

can be to remove any writing or symbols on them. Fig 3 

provides the sample images used in this study. 

 C) CONVOLUTIONAL LAYER: The Convolution layer is the 

most vital layer of our model where computation will be carried 

out the most. The major purpose of the convolution layer is to 

recover features from the dataset and to uphold the spatial 

relationship between all the image’s pixels. The set of filters 

provide features for learning. In this study, 4 filters were used 

having 3x3 filters each and 2D convolution relied on these 4 

filters. Additionally, the dot product function known as 

convolved features is calculated by filters that are stirring 

beside input images. These features are then learned throughout 

the process of training and keeping the convoluted images of 

the input image size. 

D) BATCH NORMALIZATION LAYER: Batch layer is the 

technique of neural network that normalizes the valves of 

convolved features. In this study, the number of deep learning 

training epochs is condensed by this layer and the process of 

learning is stabilized by it. 

E) FULLY CONNECTED LAYER:  Fully connected layer is 

the most profound layer of any neural network. All the 

preceding layers having activation functions are linked to the 

nodes of this layer. The recover convolved features from the 

image datasets are classified into distinct classes, which is the 

main reason for using this layer.  

F) OUTPUT LAYER: The output layer being the last layer 

marks and labels all the resultant values of the preceding layers. 

e.g.‘1’ is labeled as a positive case (i.e., as COVID-19) and ‘0’ 

is labeled as a negative case like other infections or normal 

chest x-rays (i.e., non-COVID-19). 

To analyze the proposed method, we used images from 2 

distinct origins to make an image dataset of 284 X-rays. The 

images are distributed as per the sources where they were 

collected and are depicted in Table 2. The reason behind using 

these datasets was that the images were diverse since the images 

are collected from different countries and distinct sources 

which play an important role in helping radiologists design a 

tool for the diagnosis of COVID-19 around the globe. Secondly, 

these sources were open to the public and research community. 

Moreover, the images dataset used in this study were obtained 

from a GitHub repository [22] for COVID, and a Kaggle 

repository [23] for Non-COVID X-rays.  

It is obvious from Tab. II that though the datasets are growing 

day by day, images available openly are not adequate to do 

more research in this regard, and there is a need to gather more 

radiology images that can be easy to get to by the research 

community. 

TABLE II: Dataset details  

 

 

 

 

a) COVID-19        (b) NON-COVID-19 

 FIGURE 3. Chest x-ray images dataset sample 

The data obtained was cleaned and preprocessed as needed. 

Implementing a deep learning method for reliable results 

requires a huge amount of dataset. But sufficient data is not 

available for every problem, particularly in medical-related 

research. Datasets related to medical studies are sometimes 

expensive and time-consuming or with certain terms. These 

problems of overfitting can be overcome by techniques such as 

augmentation. It can improve the accuracy of the proposed 

model. Augmentations included in this study were rescaled, 

zoom, and shearing of images. After this, the proposed model 

was trained on the prepared dataset. 

X-ray images Kaggle 
Git 

Hub 
Total 

COVID-19 0 142 142 

NON COVID-

19 
142 0 142 

Total 284 
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For the performance measure, a confusion matrix was utilized, 

which is a table that is utilized to clarify the presentation of a 

classification model on a test dataset. It validates the 

implementation of an algorithm. The accuracy (A) as referred 

to in equation (4) of the method symbolizes the exactness of the 

anticipated values. Precision (P) as indicated in equation (1) 

signifies the reproducibility of estimation, or reason of the 

accurate predictions. Recall (R) shown in equation (2) 

demonstrates reasons fornumerous right results produced. The 

f1-score as calculated in equation (3) is only a combination of 

recall and precision. 

True Positive

True Positive + False Positive
Precision Rate  (1) 

True Positive

True Positive + False Negative
Recall Rate   (2) 

(Precision * Recall)
2*

Precision + Recall
F1-Score  (3) 

True Positive + True Negative

Total Positive + Total Negative
Accuracy Rate  (4) 

Where,The True Negative (TN) is the correctly predicted non-

COVID-19 pneumonia cases from the images. 

The False Positive (FP) is the incorrect predicted COVID-19 

pneumonia cases from the images. 

The True Positive (TP) is the correct prediction of COVID-19 

cases from the images. 

The False Negative (FN) is the incorrect predicted non- 

COVID-19 pneumonia cases/image. 

IV. RESULTS 

In this section, the outcome of the algorithm performance is 

presented. Also, the measurable metrics for its evaluation are 

discussed. Metrics like F1-score, Precision, Recall, and 

Accuracy were calculated, where Tab. III, Presents these 

parameters. Compared to the several results of the COVID-19 

dataset in previous studies, we have attained a decent 

performance enhancement. 

 TABLE III: Results Analysis 

 
The validation accuracy we got in the validation process was 

96.67%. The Gradual decrease in loss percentage was noted as 

shown in Fig 4, where the orange and blue line are showing the 

validation loss and the training loss respectively. 

FIGURE 4:Model loss 

FIGURE 5: Model Accuracy 

FIGURE 6: Area under Curve 

In Fig. 5, the overall accuracy of our model is shown, where the 

orange and blue line are showing the validation accuracy and 

the training accuracy respectively. The maximum accuracy 

achieved in the validation was  96.67%.Our model of COVID-

19 detection achieved an average F measure of 98%, and an 

Area Under Curve (AUC) of 99% as shown in Fig 6. Table IV 

shows the comparison of the different deep learning techniques 

used in the previous studies and it can be evaluated that our deep 

learning CNN model achieved overall better accuracy  and 

overall performance as compared to other studies and shows 

consistent training results. 

Accuracy Precision Recall F- Measure 

0.9667 1.0000 0.9643 0.9815 
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TABLE IV: Comparison with existing studies 

V. CONCLUSION 

This study presents a convulotionalnueral network to 

discriminate COVID-19 patients from normal people using X-

ray images. Early prediction of COVID-19 patients is important 

to avoid spreading the disease to different people. In the 

proposed model, the detection of the COVID-19 diagnosis 

using CNN, validation accuracy was measured at 96.67%, with 

100% precision. In this study, we represented the CNN model 

for the detection of COVID-19. This model was trained on 

publicly available two datasets and attained sufficient 

classification accuracy. It is emphasized that this research is not 

intended to be directly employed for clinical diagnosis even 

though the CNN model is very efficient and precise. A larger 

dataset is needed for further validation. The objective of this 

work was to demonstrate that by the use of various training 

techniques, models can be trained that are computationally 

accurate, efficient, and precise. For making it clinically helpful, 

training with a better dataset and direct involvement of the 

radiologists and medical staff is required. 
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Ref Year Classifier Acc % 

[19] 2020 COVID-Net 83.5 

[24] 2020 COVID-ResNet 96.2 

[25] 2020 Restnet50 89.2 

[26] 2020 CNN 94.1 

[27] 2021 Extreme Learning machine 95.1 

[9] 2021 CoroDet(Deep learning based) 91.2 

[28] 

 2021 

ResNet18, ResNet50, 

ResNet101,Inception 

DenseNet201,ChexNet 

95.5 

 

[29] 

 2021 

Multi-layer spatial 

Convolutional neural 

network 

93.6 

 

[27] 2021 
Machine learning 

technique 
96 

 

[30] 2021 
Computed Tomography 

Scans 
92.6 

Proposed 2021 DenseNet 92 
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